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A review of the literature on the DSC method for purity determination is 
presented, with a discussion of the most important aspects, i-c- theory, sampIe 
handling, calibration of the instrument, evaluation of melting curves, and the con- 
ditions and accuracy of the measurement of eutectic impzlrities. 

A number of mathematical descriptions of the solid-Iiquid equilibrium for 
eutectic binary systems is applied to the calculation of theoretical phase diagrams and 
specific heat functions, which are then compared with experimental phase diagrams 
and melting curves. The applicability of the DSC method to systems of soiid solutions 
is discussed. 

Both the experimental procedure and the evaIuation by computer methods 
required to obtain accurate impurity determinations by DSC are presented. A number 
of practical examples is included_ 

The measurement of the melting point of a substance as a method of identifica- 
tion dates back to the early days of chemistry. Many different observations on 
organic and inorganic substances were made during the thermal treatment necessary 
for a melting point determination. 

The observations were summarized and interpreted in terms of phenomena like 
polymorphism, sublimation, thermal decomposition, solid solutions, eutectic systems, 
congruentIy-melting compounds, glass transitions and others. Koffer’ turned the 
meiting point deter=rnination by microscopic observation into an extremeIy useful 
method in the field of anaiyticaI chemistry. Kotier’s treatise on purity determinations 
is excellent, but of course, today, it is not easy to agree with the statement in T/rermo- 
mikromethoden: “The method of purity determination with the microscopical 
observation of the melting point, however, will finaliy replace all the others”. Some- 
how, the development of the analytical methods for purity determination since 1950 
has appeared to prove the opposite, namely that ali the other analytical methods 
would replace the melting point determinations. Koffer’s meIting point method is 
nowadays performed with many different types of apparatus. The method is used 



because it is the simpkst analytical method for getting information about the purity 
and about the crystaI form of the sample under investigation. The melting point 
method is based on the determination of the absohrte temperature of the substance 
assuming an infiniteIy sma.II amount of solid substance in the solid-liquid equilibrium. 
A reference standard of a high purity is required to make the temperature measure- 
ment only a reIative one. This high purity standard is also used for the relation 
between the purity and the melting point difference given in Eqn. (1) 

AT=T,-2-s=xo-kr ('1 

where AT is the melting point difference in ‘K, 2-r is the meIting point of the high 
purity standard in “K, T, is the meiting point of the sampIe in “K, x0 is the moIe 
fraction of the impurity, and k, is the cryoscopic constant in “K. 

The cryoscopic constant is defined as . 

k, =RT: 
A% 

(3 

where R is the gas constant and AHfSI is the molar heat of fusion of the high purity 
standard, and is experimentally determined by means of Eqn. (1) or with a measure- 
ment of the heat of fusion AH,,, and the melting point of the reference standard. 

EEAT CAPACITY C!F 
MTRIC OXIDE 

/ 

Fig. 1. Heat capacity of nitric oxide measured by Johnston and Giauquef. (Mdting point TX = 
109_49%.) 
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Today, a second method seems to repIace at Ieast partiahy the microscopic observation 
of the melting point. This second method is known as differential scanning calori- 
metry @SC). The DSC method measures the endothermic amount of ener_q which is 
afforded by the premehing process of substances. -The method of premelting as a 
purity determination dates back to the 1920’s in a form used by Eucken and Karwat’ 
and Johnston and Giauque3 for the measurement of the heat capacity of nitric oxide 
in the melting point region. In 1929, Johnston and Giauque3 reported from the 
Chemical Laboratory of the University of Cahfornia in BerkeIey on the heat capacity 
of nitric oxide from 14°K to the boiling point. 

The paper of Johnston and Giauque is interesting enough for a brief discussion_ 
In Fig. I, the heat capacity of nitric oxide is shown as a function of temperature, 
according to the measurements of Johnston and Giauque. The extremely sharp 
melting region of the nitric oxide sample at about 110°K should he noted. The nitric 
oxide used by Johnston and Giauque was produced by the reaction of potassium 
nitrite and potassium iodide in distilled water. The generated nitric oxide was purified 
over sever-a1 distillation steps. 

As an exampIe, the same purified sampie, containing no = 3.769 moles of nitric 
oxide, was used for the premeIting measurements and aIso the measurements of the 
heat capacity, the heat of fusion, and the melting point. Johnston and Giauque 
measured the following va.Iues for this sampIe of nitric oxide: moIar heat of fusion, 
AH,_, = 549.5 + 1 .O c&mole- ’ ; melting point, T, r T, = 109.49+0.05”K. 

The purity of the nitric oxide was caIcuiated by applying Eqn. (3), which holds 
for low concentration of impurities 

x0,2 ==$T&r 
1 

(3) 

where xo,2 is the eutectic impurity of the sample as mole fraction, AH,,, is the molar 
heat of fusion of the pure nitric oxide, TI is the melting point of the pure nitric oxide, 
T is the temperature of the solid-Iiquid equilibrium, r is the molten fraction of the 
system at temperature T, and R is the gas constant. 

The heat of premelting A%, necessary for a temperature rise of the soiid-Iiquid 
equilibrium from T’ to T”, is related to the corresponding molten fractions of the 
sample r’ and r”. We can write the equation 

A% = AHfs,no(r”--t’) (41 

The method of Johnston and Giauque enabIes the measurement of the totaI 
amount of heat Aq for a temperature rise of the substance from T’ to T”. This to&I 
amount of heat is the sum of the heat of premelting Aq, and an amount Aqc given by 
the spe&c heat of the substance and the known temperature interval AT = T”- T’ 

The calculation of the heat of premelting (Aq,) is possible from Eqn. (S), with the 
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measurement of the heat capacity of nitric oxide (dq) and with an extrapolation of the 
specific heat from a region \i-ith practicaIIy no premelting into the seIected region of 
premeiting. The eutectic impurity of the nitric oxide is calcuIated for a corresponding 
set of temperatures and molten fractions (7-‘, r’; T”, I”) and with the aid of Eqns. (3) 
and (4). 

x0.2 = 
4, _U’-r-‘XT,--‘) 

no RT:= T”- T’ 
(6) 

With Eqn. (6) and the values of the measurements on nitric oxide, it is possibIe to 
calculate exactly the same values of eutectic impurities as found by Johnston and 
Giauque. The values and results are presented in Table I. 

TABLE I 

PREMELTING MEASUREMEhTS ON NITRIC OXIDE 

Temperatures (‘K) 

;r ’ T’ 

Heat of premelting 

&ettreen T’ arrd T’, 

4% (caz) 

Eutectic imptkties 

x-o_2 (mole fraction) 

104.71 108.59 0.171 7.9 x 10-e 
107.63 109.15 0.365 6.4 x 1O-6 

Johnston and Giauque came to the conclusion that the nitric oxide used in their 
measurements contained less than !Os3 mole percent of eutectic impurities, or, the 
so-caIIed purity is of the order of 99.999%. The authors excIuded the possibility of 
noneutectic impurities because of the method of preparation of the nitric oxide used 
for these investigations. Johnston and Giauque explained that no analyses of the 
purified gas were made since accurate meiting point and heat capacity data provide a 
more sensitive test of impurity than that given by chemicaI analysis. Johnston and 
Giauque made an equivaIent statement to Kofier’s about the measurement of 
impurities by the meIting point method. It seems to be clear that such excelient 
investigators as Giauque and Koffer did not emphasize the melting point and pre- 
mefting method in such a way without being deepIy impressed by the possibiiities of 
these two methods. 

If we want to compare the exceIIent work from the low temperature laboratory 
at the University of CaIifomia in Berkeley (the Iaboratory was named Giauque Hal1 
in 1967) with the premelting measurements, mainly DSC and DT.4, performed in the 
1970’s, we have to consider several points. The difference between the calorimetric 
methbd of Johnston and Giauque and the DSC or DTA method is not in thermo- 
dynamics but rather in the instrumentation and in the properties of the methods of 
measurement. 

In Table II we compare some of the aspects of the two methods, seiecting the 
DSC-IB of the Perkin-Elmer Corporation for the second group. 
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TABLE 11 

COMPARISON OF THE PREMELTING METHOD OF JOHSSTON AND GIAUQUE 
AND THE PURITY DETERMINATI3N WITH THE DSC-IB 

Condition or properly measured Culorimetric method DSC-IB 

of Johnston and Giauque3 (Perkin-Eimer Corp.) 

Weight of the sampIe 
Accuracy of the absolute 

temperatures 
Accuracy of the relative 

temperatures 
Accuracy of the measured 

heat of fusion 
Accuracy in the purity 

salue for high-purity substances 
Time for a premelting 

measurement 

1mg 

*IO-2 “K 

*2x 1o-3 “K 

*2x 10-l % 

r 10-a % 

24 days 

3mg 

i3XlO_‘“K 

IIO-z ‘K 

F5% 

&5X so-2 % 

20 min 

The great disadvantage of the calorimetric method developed by Johnston and 
Giauque, especially in industriaI use, is the extremely iong running time required for 
one measurement which is of course due to the enormous sampIe weights and the 
necessity for an equilibrium between the liquid and solid phases of the sampIe at ali 
temperature points”. It is aIso clear, however, that somehow one has to pay for such a 
high accuracy in purity measurements. Between the measurements on purity with 
thermoanaIytica1 methods of the 1920’s and the 1970’s, a seat number of papers were 
published on purity measurements by the freezing point method. We mention only 
one paper, which we regard as representative of a11 the papers on thermoanalytical 
purity measurements produced during this period: Determination of Purity by 
Measurement of Freezing Points, by Glasgow, Krouskop, Beadle, Axilrod and 
Rossini ‘. 

FoIlowing these preliminary and historical remarks, we will concentrate on 
purity work performed with the DSC-IB, an instrument of the Perkin-Elmer Corpora- 
tion. The devefopment of new DSC- and DTA-systems will certainly change the issue 
of the purity determination, e-g. enhance the accuracy of the measurement of eutectic 
impurities and solid solutions without increasing the running time for one measure- 
ment. 

DISCUSSION ON THE DSC Ll-rERAl-UxE ON PuRlTY 

In this discussion we shall not attempt a complete report of the DSC Iiterature. 
We will arrange our discussion according to theoretical and experimental points of the 
DSC-purity method. 

(a) Theory of the purity measurements 
As far as we know, aU DSC results on purity in the literature are calculated 
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according to the foIlowing equation 

[for symbois see Eqn. (315 
Eqn_ (7) is derived under the folIowing approximations and conditions: (i) The 

components form a eutectic phase diagram; (ii) the system is at constant pressure; 
(iii) the impurity or impurities form ideal solutions with the mohen part of the main 
component; (ic) the impurity is restricted to low concentrations; and (G) the heat of 
fusion is independent of temperature_ 

A second equation discussed by Driscoll and coworkers6 describes systems 
containing eutectic impurities and impurities forming solid solutions with the main 
component. The systems of solid solutions are characterized according to Driscoil by 
a partition coefficient, this bein g the ratio of the concentrations of the impurity 
between the solid and Iiquid phases. 

leading with Eqn. (7) to the reIationship 

T=T,- 
x,,yRT: 1 

Ah-f.1 K + ~ 

1-K 

(9) 

The discussion of systems with eutectic impurities and impurities forming soIid 
sohstions is rather inconsistent. 

With regard to this relationship, DriscoII et al. state: U Systems which form true 
soIid solutions, however, cannot be handled by this method of anaIysis”. Joy and 
coworkers’ declare in their abstract: “Because the DSC technique is “blind” to 
equilibrium solid soIution formation, DSC vahxes should not be used as 2 soIe 
criterion of purity”_ Mastrangelo and Domte* reported on a mixture of 2&dimethyI- 
butane and 2,34methyIbutane_ These two substances are known to form soIid 
soIutions. Mastrangeio and Domie find a reasonabIe agreement between the theoreti- 
caI temperature reIation of Eqn. (9) and the experimenta findings. 

We have found no compIete experimentaI proof of Eqn. (9) in the literature. 
Such a proof would require the independent determination of the parameters and 
thermodynamic constants such as temperature T, mofe fractions of the main com- 
ponert and the impurities, moIten fraction r, the partition coefficient K, the meIting 
point Tl, and the heat of fusion of the main component AH,,, . Investigations of this 
kind should result in an assessment of the equilibrium with respect to temperature and 

concentrations. 
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Reconsidering Eqn. (7), we find the limitation of this equation discussed by 
several authors with respect to the allowable concentration of impurities. The limit is 
not properly defined because the definition would require the introduction of an 
absoIute deviation between the theoretical amount of eutectic impurities and the sum 
of eutectic impurities as determined by DSC. With the Iack of such a definition it is not 
surprising rhat the Iimitation of Eqn. (7) is estimated with considerable differences: 
Davis and Porter lo assumed a limitation of Eqn. (7), with respect to the concentration 
of eutectic impurities, of 5% ; De Angelis and PaparieIIo’ * assumed a limitation of 
1% ; and Joy et aL7, one of 2%. 

These limitations on rhe amount of eutectic impurities for the premehing 
method can be overcome by a method suggested by De Angelis and PaparieIIo’ ‘. 
Samples of high impurity concentration (> 1%) are diluted with the pure main 
component to extend the limit of the appiicability of the DSC method. Such a dilution 
method was applied by De Angelis and PaparieIIo to 4 different organic systems \vith 
actual purities of 95597.0 mole-%. The DSC purity values of these sampies without 
dilution gave results in a nar;‘ow range from 97.4 to 97.8 mole-%. The absoIute 
differences between the true and the experimenta purity values were, therefore, of the 
order of 1-2 moIe-%_ DSC results with such high inaccuracies are not suf&ient for 

a.naIyticaI purposes. The experiments of De AngeIis and Papariello performed with the 
same compounds, but with a dilution of the main impurities with the corresponding 
main component to a purity IeveI above 99 mole-%, resulted in exceiient agreement 
between DSC values and the actual purity. Schumacher and Felder” present similar 
results in DSC purity values determined directly and after diIution with a substituted 
benztriazoie as the main component. 

The differences between the actual purity and the cxperimentai values de- 
termined without dilution are expIained by the authors of both papers’ ‘.I ’ in terms 
of an inconsistency between Eqn. (7) and the actuai melting behaviour of organic 
substances in a purity region beIow 99 mole-%. We found that such an explanation of 
the differences of theoretical and experimental purities appears to be, however, only 
one of several possibilities. Another possible explanation for the differences is that the 
DSC method without diiution, used by PaparieIIo and Schumacher, is oniy applicable 
to substances with a purity of at Ieast 99 mole-%. In contrary to the findings of 
PaparieIIo and Schumacher, we observed for many substances that the method 
without dilution gave correct vafues for impurities in the case of samples with 
substantially higher concentrations of impurities_ We found that highIy accurate purity 
values can oniy be achieved by selecting a scan speed appropriate to both the impurity 
concentration and the tvaIuation procedure. Thus, using the simplest Perkin-Elmer 
type of evaluation’ 3, a scan speed of 0.625 ‘C min- ’ wiii yield valid results only in the 
purity range above 98 moie-%_ The accuracy of a meIting curve evaluation is improved 
by a data co&&on and evaIuation at more than the 5-7 points within the important 
melting region, as suggested by Perkin-Elmer 1 3. The more sophisticated the data 
coIlection and evaluation, the less important are the experimentai cqnditions-scan 
speed, weight of sample and sensitivity-for getting a purity vaIuz of a high accuracy- 
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If one observes differences between ie experimentaI and the actual purity values one 
bas to check the experimental Conditions, in&din, = the type of sampIe pan used, the 
data coIlection, the evaiuation procedure of the melting curve, and the melting 
behaviour of the substance_ If after aI1 these investigations the differences in the 
experimentaI and the actuaI purity persist, an inconsistency between Eqn. (7) and the 
melting behaviour of this specific system is highIy probable. 

The diIution method introduced by PaparieIIo’ ’ is excelent for the solution of 
special probIems_ Its praticzl use in an anaIyt.icaI Iaboratory is, however, limited by the 
amount of work invoIved_ Therefore, the question of the limitation of the DSC 
method to a region of high purity substances (e.g. to a purity better than 98 moIe-%) 
has to be reexamined because such a strong Iimitation wouId diminish the vaIue of the 
whoIe method_ Such an investigation of the purity region, in which the DSC method is 
a usefu1 anaIytica1 tool, shouid be performed with binary systems. It would be very 
heIpfu1 if the phase diagrams of the seIected binary systems were known from 
literature_ With such a binary system, ail kinds of possible sarameters and conditions 
have to be varied; the ratio of the two compounds, the sample weight, the sample pan, 
the scan speed, the sensitivity, the first, second and folIowing melting curves of the 
same sampIe if possibIe, and the data coIIection and evaluation. The results thus 
obtained may be discussed with respect to discrepancies between theoreticaI and 
experimentai values of the purity, the heat of fusion, and the melting points. They can, 
moreover, reveaI properties of the two components such as thermal stability, high 
vapor pressure in the melting region for one or both of the compounds, polymorphism, 
and anomaIous behaviours demonstrated by the phase diagram and by the melting 
curve. Having compIeted these investigations on some binary systems one couId 
perform a &niIar pro-gram on multi-component systems. Al1 these results shouId give 
us information on the limitation of Eqn. (7). 

(b) Handhkg of the samples 
Gray’ 3 suggested the use of the volatile sampIe pan with an inside cover. This 

inside cover is made fro,m aluminum to fit into the bottom part of the voIatiIe pan 
DriscoIl et aL6, BarraI and DiIIer’“, Reubke and MoIIica”, and others regard the 
volatile sample pan with an inside cover as the best sofution to avoid volatilization. 
The sample handiing and the variation of the temperature treatment are most 
important for substances with polymorphism, in the presence of impurities with a high 
vapor pressure in the melting region of the main component, and with substances 
which are unstabIe in the melting region. 

Difficulties also arise with the sample hoiders of the DSC-IB. The sampIe pans, 
the aluminum dome Iids and the outside cover of the sample holders have to be 
carefully placed in the correct positions’“* ’ 6. 

Barr311 and DiIIer * 4 make a good point on the preparation of samples whereby 
great care has to be taken in selecting test samples or in mixing of low concentration 
standards, because the sample size in DSC measurements has to be in the region of a 
few miIIigrams. For qua;rtitative work w-ith the DSC-IB, the sampIe size should be 
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between 1 and 5 mg. Results with a high reproducibility are onIy possible with special 
care in the handling procedure. 

(c) Calibration of the DSC apparatus 
The cahbration of the temperature axis of the DSC with high purity standards 

shouId be performed in the way indicated by Barrall and DiiIer14. The calibration of 
the sensitivity of the DSC in calories per unit area presents no problems. Important 
for high purity measurements is the careful cahbration of the thermal resistance 
between the sample pan holder and the sample pan with standards like indium, tin and 
lead; this is also shown in the interesting investigations performed by Barrall and 
DiI!er ’ a_ 

The question arises whether or not one is allowed to use inor,oaic materiais as 
standards for the measurement of the thermal resistance, which can then be used in the 
purity determination of organic substances. However, the DSC-IB is nearly independent 
of the thermal resistance of the sample, as long as the sample consists of crystals of a 
rather small size”_ 

(d) Instrumental conditions for a purity determinction 
The instrumental conditions for a purity determination are sensitivity or the 

calorimetric range, the scan speed, and the sample pan. There are mutual relationships 
between these experimental conditions and some of the properties of the instrumenta- 
tion and the sample. As an exempie, the appropriate calorimetric range used in a 
purity determination depends on several conditions, i.e. heat of fusion of the main 
component, sample size, scan speed, concentration of impurities, and recording 
system or data collection. 

The scan speed, as indicated in the literature6*7*‘4, is in general kept at the lower 
end of the range, i.e. 0.625 or 1_25”C/min_ Such low values of the scan speed are 

TABLE III 

EFFECT OF SAMPLE SIZE AND HEATIXG RATE ON CALCULATED PUIUN 
(RARRALL AND DILLER14) 

_ixlure Sample size 
(mg) 

Hearing rate 

(“Clmin) 

PuriI_v (mole-%) 

Found’ KTlOrcnb 

Lead in tin 3.084 1.25 0.425 0.419 
Lead in tin 3.054 5.0 0.185 0.419 
Lead in tin 3.084 20.0 0.0828 0.419 
Lead in tin 4.300 I.35 0.321 0.419 
Lead in tin 6.284 5.0 0.857 1.16 
Leadintin 6.284 I.25 OS71 1.16 
kadintin 6.284 0.625 OX3 1.16 

Xakulated with partial areas considered to the vertex of the endotherm. *Determined by atomic 
absorption of lead with a Perkin-Elmer Model 303 spectrophotometer, using titrous oxide as 
oxidizing agent to dissociate the tin compounds. 
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required for high purity measurements_ Low values of the scan speed are necessary as 
the sampie is probably not at thermal equilibrium during rapid rates of heating, 
according to Barrall and DiIIer’ J_ The effects of sampIe size and heating rate on the 
measured purity in mixtures of Iead in tin ‘* are presented in Table IIL. 

Three parameters are varied in TabIe III; sampIe size, scan speed, and purity 
IeveI. The mixture with the Iower concentration of lead seems to be strongly sensitive 
to changes of the heating rate with respect to the concentrations of lead calculated 
from melting curves. Conclusions from TabIe III are only typicai for the applied 
conditions, such as the data collection and evaluation procedure. Generahzations are 
onIy possible after performing the investigations mentioned in part (a). 

(e) Ecaiualion of the meltfig curres 

The caiibration of the instrument, the handling of the samples, and the 
determination of the correct instrumental conditions for obtaining a melting curve 
which may be easiIy handled by an evaluation procedure, are all possible with some 
care in the experimental work. However, understanding and performing the purity 
cakzulations from melting curves is rather complicated- Therefore, the literature about 
this subject is quite extensive_ No review of evaiuation methods is available in the 
Ii terature. 

A given procedure for the evaiuation of a mehing curve can be checked in 
severaI different ways; there are a great many internal and external checks possibIe. 
We will discuss here the external checks which are performed with the values resuhing 
from a normaI evaIuation of a melting curve; i.e. (i) the mehing point of the sampIe, 
(ii) the mehing point of the pure main component, (iii) the heat of fusion of the pure 
main component, and (ic) the purity value of the sample. The meIting point and the 
heat of fusion of the sampIe caIcuIated by the evahration procedure may be compared 
v&h the vaIues measured directly on the melting curve by appIying the calibration 
factors. The melting point and the heat of fusion of the pure main component can 
probably be found in the literature- Such literature vahtes permit a comparison with 
the resuhs from the evahration of melting curves. 

For test substances, the measured DSC purity value may be compared with the 
actual purity vaiue known from mixing. A second method is to compare the DSC 
purity value with the purity information obtained from a separate analytica proce- 
dure. In the case of disagreement between the DSC purity value and the actual purity 
value, severaI points must be considered with regard to the DSC method; i.e. the 
instrumental conditions used in getting the mehing curve; the physical and chemical 
behaviour of the main component and the impurities; and the evahtation procedure, 
and the use of the thermodynamic relationship for the description of the solid-liquid 
equiIibrium_ 

AI1 the considerations given in this section, which are necessary in case of 
discrepancies between the values evaiuated from melting curves (i-e_ purity, meIting 
points, heat of fusion) and va!ues found in theliterature, receive practically no mention 
in the pubIished. work on DSC-purity determination- 
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The evaluation of mehing curves by hand, suggested by Perkin-EImer13, is 
practicable but too cumbersome for routine work. Computer programs used in the 
evaluation give higher accuracies in purity and thermodynamic values, and are much 
faster. Programs were developed by Driscoll et aL6, Scott and Gray”, Barrall and 
DiIIer’*, Davis and Porter”, Heuvel and Lind”, Gent2’, and others. 

The basic probiems of the evaluation of mebing curves by computer or by hand 
are the same. Referring to Eqn. (3, one has to fit the experimental DSC-cgrve to a 
straight line in the (l/r, n-diagram, as it was first shown by Pitzer and Scott2’. 

The evaluation procedures cited above consist of: (I) the fit of the experimental 
points from a mehing curve to a given thermodynamic function, together with the 
determination of the true heat of fusion of the main compone&“; (2) the Iineariza- 
tion with an appropriate mathematical method6*r8; and (3) the caIculation of the 
purity value and the thermodynamic constants of the sample and of the corresponding 
main component. It is not always possible to separate a given evaluation procedure 
into these three parts. However, the literature of the evaiuation procedures is more 
easily discussed by such a partition. 

t 

* 

436 

i 
~1.2 finaL 

, * r 

437 L38 $39 OK 
____t temperature readings 

Fig. 2. Melting trace of bcuzauilide with a base&e u 1.1 fiMI calculated by Heuvel and Liudxg. 

The problem of evaluating the true heat of fusion exists because the DSC is 
measuring the difference in the heat necessary to maintain a given and constant 
temperature rise in the reference and the sample cell. The baseline of the instrument 
during an exothermic ci endothermic change of rhe sample can only be determined 



approximateIy by a connection of the recorder Iines before and after such an ener_q 
change. HeuveI and Lind I9 stated, “Under certain conditions of instrument operation, 
e.g. fast scannin, 0 rates, the course of the base line deviates to a large extent from 
simpIe interporation behveen pre-transition and post-transition baseIines”_ Fig. 2 
shows the mefting trace of benzanilide from the paper of Heuvel and Lind. The 

indicated baselines are given by (i) a seaight Iine from point B to E, and (ii) U, ,:! 
final; a function of the heating rate, the heat capacity of the sampIe, and the therm4 
resistance frcm the sampIe holder to the sample’ ’ according to the caIcuIations of 
Heuvef and Lind 19_ 

For a sharp transition, as shown in Fig. 2, both baselines give the same 
cakuIated value for the heat of fusion, which is a concIusion of the paper of Heuvel 
and Lind”_ 

The discussion of the heat of fusion is presented in two parts: (I) with high 
purity substances, and (2) with substances having Iower purity vahxes. 

TabIe IV shows the heats of fusion for several high-purity substances_ The 
values are directiy calculated from melting curves in applying a straight baseline, as 

&own in Fig. 2. 

TABLE Iv 

HEAT OF FUSION FROM DSC MELTIXG CURVES FOR SUBSTANCES OF 
A HIGH PURITY VALUE 

Subsranccs DSC Hear of f&ion 
Prrriry 
(mole %) DSC mcorrecred Lit. 

basetine values 
~Jbsc w I.LiL 
(colmoie- ‘) (caLmole- ‘) 

Benzene 
Benzene 
Benzamitic 
Bcnzoic acid 
Anthrzchincn 
Potassium nitrate 
Distilkd WY&X 
Butazoiidine 

99.8 235P 2349 (Ref. 22) +0.1 
99.05 223-i= 2349 (Ref. 22) -4-s 
9925 45w 4999 (Ref. 23) -6.3 

3945* 4300 (Ref. 24) -8-3 
99-94 7725b 7830 (Ref. 25) -1.3 

237@ 2295 (Ref. 26) f 3.3 
99.97 1w 1434 (Ref. 27) -2.4 
99.56 57rob 

zk o.zsc f 68ob.C 

WSC values by Driscoli er ol. se ‘DSC V&KS by Marti and Heiber (unpubkhed). CEt-ror in a single 
measurement on 95% confidence knits. 

The agreement of the DSC with the Iiterature values for the heat of fusion is 
reasonabIe in the case of high purity substances. The reproducibiIity of the heat of 
fusion, according to measurements on butazoIidine, is indicative of a normal- 
precision, and certainly not of a high-precision instrument_ A better precision in the 
determination of energies are expected from new insmments, e.g. Metier DTA 
2m’S and Perkin-Elmer DSC-229. 
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The determination of the heat of fusion from melting curves of sampies with 
Iow purity values reveals a compIeteIy different picture compared to that presented in 

TabIe IV. The results are presented in TabIe V. The measurements were performed by 
DriscoII et aZ.’ for an impurity content of < 2.80 mole-%, and for highest value of 
impurities by a measurement in our Iaboratory. The determination of the heat of fusion 
was performed with an uncorrected baseline, as described in Fig. 2. 

TABLE V 

HEAT OF FUSION FROM DSC MELTING CURVES FOR BEXZENE WITH 
VARIOUS AMOLJ%iS OF EUTECTIC IMPURITIES 

Subslance DSC 

prrriXy 

(mole-%) 

Heat of fusion 

DSC, uncorrected 

baseline 

AHI_, 
(caI.moie- ‘) 

A&.0x-A ffr.u.. 

AH,..,,_ 
x 100 

(%) 

Benzene 99.8 2352 +0.1 

99.05 2237 -4.8 

99.10 2131 -9.3 

97.14 1785 - 23.9 

91.5 1293 - 49.2 

A correction of the heat of fusion for substances with purities below 99% is 
absoIuteIy necessary. For exampIe (see Table V, benzene, purity 91.5%), the eutectic 
impurity caicuiated in applying Eqn. (7) would be too Iow by as much x 50% for the 
theoretical impurity value of 8.5 moIe-%. A similar picture of the difference between 
the heat of fusion according to the literature values and the DSC measurements was 
shown by Davis and Porter lo The difference in the vahres of the heats of fusion can _ 

be expiaincd by (i) the fact that the instrument has a limited sensitivity, and (ii) a 
eutectic and premelting region which is unrecorded because the eutectic point may be 
far beIow the melting point of the main component. 

The incorrect basehne measured by the DSC has not only an influence on the 
heat of fusion, but aIso on the evahration procedure. The melting curve allows a 
caIcuIation of the fraction of the substance meIted as a function of temperature. The 
temperature indicated on the DSC-IB must be corrected to the temperature of the 
sample. The correction is performed with a temperature cahbration curve of the 
instrument and with cahbration measurements on the thermal lag between the sample 
hoider and the sampIe30. The plot of the temperature of the sample as a function of 
the reciprocal molten fraction-the I/r, (T)-diagram-should give a straight line 
according to Eqn. (7) A straight line in the (Ifr, n-diagram can be observed 
occasionaliy for substances with an extremely high purity- AI1 other substances give 
only a straight Iine after a triaI and error correction of the baseIine, the so cahep 
linearization ’ 3 . A new position of the baseline yields a new value of the heat of fusion- 
The linear& tion procedure corrects, at least partially, for the energy unrecorded 
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through the instrument’s limitation and for the premelting region which is not 
observed_ The linearization procedure leads to a more accurate determination of the 
heat of fusion of the main component- 

The Iinearization in the (I/r, T)-diagram is only possible within a certain region 
of the melting curve. The limits of the linearization region are discussed in the paper 
by Drisc~li ef a16. They used for their linearizzion a constant value for the Iower 
Iimit oi the fraction meited with 2% and for the upper limit, a value based on the 
fraction meIted at the point where the rate of heat input reaches haif of its maximum 
v.aIue_ This defines the upper Iimit from about 12.5% for a pure sample to about 40% 
for a sample with approximately 2 mole-% of eutectic impurities. The influence of the 
limits of the linearization interval on the calculated impurity values is shown in 
TabIe VI, taken from the work of DriscolI er aL6. 

TABLE Vi 

CALCULATED lMPl_JRiTY VALUES FOR I’iiS OCTANE WITH A 
CERTIFIED IMPLXUTY OF 0_06iO.~% 

Linearization limits, frtzcrion meiced (%) 

Lorca lim-r Upper Emit 

CaIcuIared impwiry 

(mole-%) 

2 IO 0.016 

2 IS 023 

2.5 36 0.52 

25 40 0.59 

zs 50 0.78 

10 50 269 

DriscoII and coworkers emphasized the importance of the linearization limits, 
which are appIied for the caIcuIation of impurity values. OnIy with a comprehensive 
investigation on meltin g curves of substances which are close to an ideal melting 
behaviour, is one abIe to find proper vaIues for the Iinearization Iimits. The necessity 
for an investigation of the linearization limits is cIearIy demonstrated in comparing the 
values of the Iinearization limits and the caIcuIated impurities in TabIe VI. These 
caIcuIated impurity vaIues differ by two orders of magnitude from the NBS value. 

In general, the performance of the linearization permits the caIcuIation of the 
heat of fusion of the main component AH,,, ; the melting point of the main component 
TI, obtained from the intercept of the T-axis with the straight Iine of the corrected 
data for the melting curve in the (I/r, n-diagram; and the meIting Point of the sampIe 

T% as the temperature vaiue where r = I. The caIcuIation of the eutectic impurity using 
Eqn. (7) can then be made without any difficulty. 

Apart from the computing procedures for the determination of the concentra- 
tian of eutectic impurity, there is another method suggested by PIato and GIasgow31. 
These two authors reported their experiences with 95 different organic compounds 
analyzed with the DSC: “An experienced analyst can estimate the purity of an 



unweighed sample to within about 0.2 mole-% by visual inspection of the DSC curve 
produced in a 3-min scan”_ This remark can be regarded as the introduction of a new 
evaluation method. However, this new evaIuation method of melting curves wouid 
demand, in our opinion, the folIowing procedure, especiaIIy to reach the goaI of an 
accuracy in eutectic impurities of +0.2 mole-%: (zj Preparation of a set of reference 
melting curves; the range of eutectic impurities and the instrumental conditions 
required to set up reference curves shouid be appropriate to the samples which have to 
be measured for analytical purposes_ (2) Measurement of the melting curves of 
sampIes with the same instrumental conditions as used for the reference curves. (3) 
Comparison of the melting curves and the reference curves. Using the improved 
method of Plato and Glasgow the computer program for the caIculation of purity 
values can be partially replaced. 

Impurity token, mole per cent 

fig. 3. Relation between actual and experimental impurity ~QIUC (Joy et al.‘). 

m Accuracy of measuremenis of eurecric impurities m?Zz DSC 
AI1 authors agree that the accuracy of the impurity values measured with DSC 

decreases witb increasing content of eutectic impurities_ Ban-all and Diller’4 claim a 
high relative accuracy of _t3% with respect to the eutectic impurity, but only in case 
of high-purity substances. Reubke and MolIica” reported on substances in the 
purity region of 99 to IT%. These authors claim an absolute error in the eutectic 
impurities of O-l%, whL means more than 10% relative to the amount of impurities_ 
Joy and coworkers7 make the interesting remark that the upper limit in purity 
measurements with DSC are 99.95 mcle-%. Higher numerica values of the purity 
seem to bear no significance. The statement of Joy and coworkers of the existence of 
an absolute error in eutectic impurities ofoniy 0.05 mole-% is quite close to the value 
given by Reubke and MoEca. This minimum value of the absolute error of the 



impurity measurements is of course typical for the DSC-IB. An extensive comparison 
OF theoreticzd and measure d DSC values is presented in Fig. 3_ The substances are 
seIected by Joy et al. and the purity of most of these substances is in the region of 
99.0f0.5%. 

The upper and lower iines on the graph indicate the +20% and -20% reIative 
error Iimit. It should be added, however, that only substances with no problems in 
meIting (e.g_ suspected solid soIution formation, incomplete soiubility of the impurities 
in the melt, or other disturbances) were chosen by Joy for presentation in Fig. 3. De 
AngeIis and PaparieIIo * ’ give examples of organic substances with absolute errors 
between the actual and DSC purity vaIues of 0.5 mole-% at the 98-% purity level and 
2.5 moIe-% at the 95-% levei. The actual values of the purity are given by dry mixing 
the main component and the impurity_ Dry mixin, = of substances in the pcrity range 
of Iess than 99% should be without any problems, Therefore actual vaIues of the 
purity known from mixing of the main component and impurities are expected to be 
very cIose to the true purity values. The relative accuracies of eutectic impurities, 
according to the measurements and caiculations of De Angeiis and PaparieIIo, are 
within 25% for the 9S-% purity level and 50% for the 95-% IeveI. De Angelis and 
PapzieIIo explain, “We have not yet encountered any system in which accurate 
resuIts were obtained beyond 1.5 mole-% impurity and it is indicated that DSC purity 
K&XX of less than 99% are IikeIy to be in error”. From statements in the Iiterature on 
accuracy in the determination of eutectic impurities the foliowing concfusion can be 
made. There are two regions of purity with an arbitrary separation limit of 99 moIe-%. 
The probability of a good agreement of actual and measured impurity vaiues is high in 
the high-purity region, and low in the Iow-purity region. A first step to a clearer 
situation in the Iow-purity region couId be reached by an extensive study on any 
system which shows great differences ir. actual and experimental purity values. 

(g) AppIication of the purity determination to substances u:hich are unstable in the 
melting region 

Reubke and MoIIica” reported, “Samples were selected which would melt 
without decomposition“_ Plato and GIasgow3’ stated, “Purity of chemicals that 
decompose near their melting points cannot be determined by the DSC method”. 
Throughout the literature one can find the statement that the DSC method is unable 
to handle substances which decompose during meIting. 

THEORY OF THE PUPJTY DETER!MIXATlOS USIKG THE MEl-HOD OF P REMEJiTIXG ON BINARY 

S?‘Si-EMS WITH A EUTECliIC PZLASE DIAGRAM 

The theory of the purity dete rmination with the method of premelting was 
discussed by Marti et aL3’ for a b&u-y system with a eutectic phase diagram. A 
binary system is the simplest system for a theoretical discussion of the purity determi- 
nation by DSC, also for experimental work it is easy to coIIect aI the necessary 
information from the literature or by measurements. The understanding of the 
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melting behaviour of a binary system from a theoretical and experimental point of 
view is certainly the most important part of the attempt to understand the melting 
behaviour of a multicomponent system. 

The melting behaviour of a eutectic system consisting of only two components 
is commonly described approximately by a thermodynamic relationship in the region 
of sol&liquid equilibria. Such a description is given in Eqn. (1O)33 for an ideal 
mixture of non-eIectrolytes under isobaric conditions with a heat of fusion indepen- 
dent of temperature. 

In (xf) = (i=i,Z) W) 

where Xi is the mole fraction of the component i in the liquid phase, AH~,, is the heat 
of fusion of the pure coimponent i at the melting point, R is the gas constant, Ti is the 
melting point of the pure component i in “K, and T is the temperature in “K. 

The mole fractions for a binary mixture are connected by the equation 

x,-i+= 1 (11) 

At low values of one of the components, e.g. component 2, we can write Eqn. (IO) in 
the form 

More exactIy, the solubility equilibrium (_Eqn. 10) is found by introducing a heat of 
fusion, AH,, which is a function of temperaturegq. In this case we can write 

ANi = AH~,ii AC,,,(T- Ti) (13) 

where AC,,, is the difference of the motar heat capacities of the pure component i at 
constant pressure for the liquid and the solid phase. 

Eqn. (13), applied to the solubility equilibrium of an ideaI mixture, leads to the 
following reiationship 

iw 

The following abbreviation will be used for Eqn. (14) 

ln(-UJ=A(T) (1% 

Eqns. (lo), (12) and (14) enable us to construct the isobaric melting point diagram for 
binary systems, which are ideal mixtures on the basis of the properties of the main 
components alone (namely melting points, heats of fusion, and heat capacities). 

A mixture of phenacetin and benzamide was chosen as an example of a binary 
system. The thermodynamic values used for the cakulation of the phase diagram 
are given in Tabie VII, 
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TABLE VII 

THERMODYNAMIC PROPERTIES OF PHENACETIN AND BENZAMIDE 

Tkermadymzmic calzus Pkeracef in 

Aurka~*s u&es Lir. values 

by DSC 

Melting point Tl (“K) ;u)7 ‘0.3 407-535 

Hut of ftsioa 4&_, (cal/moIe) 7750 L-600 785W 
Difference bet=-een the molar heat 

capacities in the Iiquid and the 
soiid phase 4C0.1 (caiLmoIe ‘K) 115 50.5 

Benavnide 

Author’s rafues Lit. calues 

by DSC 

400 io.3 4txGloo.7’6 

4900 5600 49003 

13.3 io.5 

‘Cakuktted from the heat of sublimation (4N. = 27.60 kcal mole- x)3s and the heat of cvapontion 
(46T. = 19.72 kcal molt- *Js9. 

Fig. a_ Comparison of theoretical and experimental phase diagrams for phenacetin and benzamide 
(Kofier. hfarti er aLs’). 

In Fig. 4, the melting point diagrams calculated from Eqns. (12) and (14) are 
compared with a dia,m from measurements by KofIer4*. The differences between 
thee two theoretical phase diagrams are easiIy understood by the two levels of approxi- 
mation applied to Eqns. (12) and (14). However, the differences between the theoretical 
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phase diagram caIcuIated with Eqn. (14) and the experimental phase diagram are 
certainly caused by the difference between the activities of the components, and the 
concentration itself. A smaIIer part of the differences may be due to experimental 
conditions. A discussion of the activity can be attempted by introducing the relationJ’ 

CIi = Xif (16) 

where ai is the activity of the component i in the liquid phase, andfi is the activity 
coefficient of the component i. 

The activity coefficient, fit of a binary liquid mixture of non-electrolytes is 
defined by Eqn. (17) 

jUi = pF+RT in (Xiii) (i = 1,2) (17) 

where Ici is the chemical potential of component i in the liquid phase and & is the 
chemical potential of pure liquid component i at the same pressure and temperature. 

A relationship exists between the activity coefficients fl and ft because of the 

mutual interaction of the substances in a binary system and because of the equilibrium 
between the phases of a heterogeneous system. The equilibrium condition demands 
that all the phases must have the same temperature T, the same pressure P, and the 
chemical potential of each component must have the same value of pi in all the phases. 

The relationship betsveen the activity coefficients follows from a combination of 
Eqns. (1 I) and (17) and in the application of the Gibbs-Duhem reIationship 

6 WI XI - ( > 61nf2 

6x, I.P 
+(1-x,) - ( > 0 

6X, T.P = 
(18) 

The activity coefficientj;- is a function of temperature, Fressure and the mole fraction 
of the components; it is determined by a solubility measurement of each component 

at the temperature Tand at isobaric conditions according to Eqn. (19), which follows 
from Eqns. (14) and (16) 

In (Xi fi) = $2($-1;>-+(1 _$+ln$) (19) 

The point-to-point determination of the activity coefficient is cumbersome. The 
problem may be soived relatively easily if we can specify the form of the function of 
the activity coefficient fi (I, xl). This function is then found, to a certain approxima- 
tion, by combining onIy a few solubihty data from Eqn. (19) along with the tempera- 
ture dependence of the activity coefficient. The temperature dependence at a given 
concentration x, is related to the temperature dependence of the chemica3 potential by 

where AHf is the differential heat of mixing given by the following equation 

AH’: = HI-H; (21) 
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where Hy is the molar enthalpy of the pure liquid component I and H, is the partial 
mokir enthaIpy of component I in the misture. 

With the determination of the function I, (T. x,) from measurements on a 
binary system, the function &(T, x2) is a.Iso known according to Eqn. (18). Each 
branch of the meIting point diagram of a binary system under isobaric conditions is 
described to a good approximation by Eqn. (19) and the thermodynamic constants of 
the corresponding main component known from the literature or from the measure- 
ments of heat of fusion, melting point, difference of the molar heat capacities for the 
Liquid and the sohd phase, and the activity coefficient. 

Next, theoreticaI mehing curves for different vahxes of the ratio of the com- 
ponents for a given binary system are caIcuIated. The calculation is based on the 
Eqns (12) and (14) under the restriction to ideal mixtures_ A melting curve can be 
defined by the rate of heat flow to the sample which, in a solid-Iiquid equilibrium, is 
a function of the temperature. The meIting curve is further dependent on the ratio of 
the components and on the phase diagram of the binary system. Such a representation 
of the melting curves by the rate of heat flow as a function of temperature is experimen- 
tahy obtained by the DSC method. In contrast to the paper by O’NeiII I’, which 
presents a fusion analysis with the rate of heat flow, our discussion of the melting 

curves is based on the specific heat function. The reIation between rate of heat flow, 
specific heat function and scan speed is given in Eqn. (22) 

dH dH dt 

dT=dt-dT (22) 

where dH/dT is the specific heat function at constant pressure (cal “K-r mole-‘), 
clHjdr is the rate of heat ffow (Cal set- ’ moie- I), and dT,dl is the scan speed in 
“K set- I_ There is no difference, in principIe, in discussing the meIting behaviour with 
the rate of heat fiow or the specific heat function. 

One branch of the phase diagram is sefected with the condition for component 2 of 

-x0.2 <xc, cw 

where xo,2 is the mole fraction of component 2 in the binary mixture and x,,, is the 
mole fraction of the component 2 at the eutectic point. 

The condition in Eqn. (23) defines component I as the main component of the 
mixture. The eutectic melting at the eutectic temperature T” is negIected by setting the 
temperature limits for Eqns. (12; and (14) 

T,>T>T, (24) 

The refation between the mole fraction x2 of component 2 in the liquid phase and the 
mole fraction of this component in the given system (xc.3 is 

X2 
XcLt - (2% 

r 

where r is the molten fraction of the mixture. 
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By inserting Eqn. (25) into the equation for the solubihty equiIibrium in 

Eqn. (i2), we obtain 

-%2 - AH, I * . 
P R 

The introduction of the molten fraction r enables us to write the specific heat function 

as 

dH dH dr -= -.-_ 
dT dr dT 

The derivative dr/dTis cakuiated from Eqn. (26). The other derivative dH/dr can be 
formed using the foIlowing relation 

H, = AH,,, -r 

The reIaticn in Eqn. (28) holds because of the limitation to eutectic systems 
because of the restriction to ideal mixtures. Insertion of dff,!dr and dr/dT 
Eqn. (27) leads to the specific heat function 

The integration of Eqn. (29) can be performed between the Iimits I; and T,_, 

633) 

and 
into 

(29) 

(301 

The upper limit T,,, is the melting point of the given mixture and is approximated 

[see Eqn. (26), r = l] by 

RT: 
T,., = T1 -x0,2 -- 

AH,, 1 
(31) 

The lower limit is more or !ess arbitrarily chosen as 

T, = T, - RT: 
AH,., 

(32) 

defining r as equa1 to xoS2 for this lower limit. 
The definition of the lower iimit of the specific heat functions excludes the 

energetic change of binary systems at the eutectic points. There is no continuity 
between the eutectic point and the melting region which would demand a mutual 
discussion of both phenomena. 
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By repeating the procedure, which gave Eqn. (29) from Eqn. (26), with the 
soIubiIity equiI.ibrium from Eqn. (14) we obtain the specific heat function 

Fis 5. Spaific heat functions of phcnacctin from Eqns. (29) and (33). 

For -a given moIe fraction, the theoretical specific heat functions according to 
Eqns. (29) and (33) d epend only on the properties of the main components. Specific 
heat functions of phenacetin and benzamide are presented in Figs. 5 and 6. The sets of 
specific heat functions for phenacetin are cakulated according to Eqns. (29) and (33), 
whereas for benzami de, only one set of curves from Eqn. (29) is shown. The thermo- 
dynamic values of the main components used for our calculations are shown in 
Table Vll. The folIowing mole fractions of component 2 (impurity) were used for the 
presentation of the specific heat functions in the case of phenacetin and benzamide; 
x0,= = 0.005, 0.0125, 0.025, O-05, O-10, O-20, O-30_ In addition, for phenacetin as 
the main component, a curve with x0,, = 0.40 was also plotted. The upper and lower 
Iimits of the specific heat functions caIcuIated according to Eqn. (29) are determined 
by Eqns. (31) and (32). In Figs. 5 and 6, the curves are piotted between these limits if 
the sekcted range of the specific heat of 1600 Cal “K- ’ allows such a presentation. As 



SPECIFIC HEAT FUNCTIONS 

of 8efuarnide 

(ccc. to eqn. 231 

TEHPESR;URE ICEiSREE Ki 

Fig. 6. Specific heat functions of benzamx ‘de from Eqn. (29) (Marti et 01~~). 

an example, a comparison of the specific heat functions for phenacetin and benzamide 
with a mole fraction of component 2 (x~,~ = 0.3) shows differences caused mainly by 

the difference in the meking points and the heat of fusions. Among other subjects, 
there is an investigation in a subsequent part of this paper into the difference of 
specific heat functions calculated using Eqn. (29) for main components -which differ 
in their thermodynamic constants. 

The differences of the specific heat functions from Eqns. (29) and (33) are 
shown in Fig. 5. Significant differences between the specific heat functions (shape of 
curves and upper limits) are onIy seen for extremely high impurity values (component 
2)_ For the specific heat functions of Eqn. (29) the upper limits (melting points) were 
evaluated from Eqn. (31). Eqn. (31) is only a poor approximation in a region of the 
mole fraction of component 2 between 0.4 and 0. I. The absoIute values and relative 
differences of the specific heat functions of phenacetin as main component, cakulated 
from Eqns. (29) and (33), are presented for selected temperature vaiues and mole 
fractions in Table VIII. 

The relative differences of the specific heat functions calculated with Eqns. (29) 
and (33) are strongly dependent on temperature but are practicahy independent of the 
mole fraction of the main component. Table VIIl cIearIy shows that the differences in 
the assumptions used for the calculation of specific heat functions are not reaIIy 
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TABLE VIII 

COMPARISON OF SPECIFIC HEAT FUXCnONS CALCULATED FROM 
EQN. (29) OR EQN. (33) 

Temj7eraCure Mole fracrion W=UdT) (dHld7-l WWT)Z~-_(~W~T),~ 
of componenr 2 from &I. (29) from Eqn. (33) 

x I#0 
WGdTL9 

364.3 0.30 54.4 46.0 15.5 
391.8 0.30 428.2 412.8 3.8 
364.3 0.05 9.1 7.7 15.4 
391.8 0.05 71.5 68.9 3.6 

essentia: for the shape of the curves and, therefore, calculated impurity values in moIe 
fractions change onIy a little when using either Eqn. (29) or (33). 

It is even possIbIe to go one step further in saying that to a certain approximation 
the specific heat function is only dependent on the mole fraction of the second 
component (impurity) as long as the restriction of eutectic systems holds. To explain 
this statement and to show the closeness of this approximation, Eqn. (29) may be 
written in the transformed form 

Now, two mixtures with different main components and mehing points of the pure 

substances 2-i and T2, respectively can be compared. The folIowing temperature 

difference, AT, is introduced 

AT= T2- T, (35) 

The specific heat function of mixture number 2 is represented on a shifted scaIe, 

namely 

T’= T-AT (36) 

The specific heat functions are indicated with the indices 1 and 2 and the mole fraction 
of the impurity in both cases is made the same. The ratio of the two specific heat 
functions formed with Eqn. (34) can be written as 

(371 

Obvioudy, the ratio of the specific heat functions taken at corresponding temperatures 
is constant. 
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TRANSFORMATION OF 
MLE-FPSCTIOY 

InrunI17 
SPECIFIC HEAT FUNCTIONS 

0. rr, -0.2000 ycincoroxm 
* , xa_.r - 0.2300 bwtlxmvr F!cxcEE. 
+ I k? - 0.2000 !&ahcorrp, IbGGxsiv 

Fig. 7. Transformation of specific heat functions (Marti et 01.~3. 

As an example, three specific heat functions on a transformed temperature scale 
are represented in Fig. ? with a constant moIe fraction CC,_, = 0.2. The substances and 

thermodynamic values used in these examples are shown in Table IX. 

TABLE IX 

THERMODYNAMIC PROPERTIES OF THE COMPOUNDS USED FOR FIG. 7 

Substance Heat of fuion Metring poinl Temp. shift 
AH,. 1 <calf mole) Tl CK) T(“K) 

1. Bcnzamide 4900 400 0 
2. Phenacetin 7750 407 7 
3. Imaginary substance 7750 500 100 

Eqn. (37) and the vaIues in Table IX give the ratios 

= 0.966 and 
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which agree fuhy with the ratios taken directly from the specific heat functions in 
Fig. 7. 

A second point observed in Fig. 7 is the position of the upper limit of the 
specific heat functions. This limit is given by Eqn. (31) and, for a constant mole 
fraction of the impurity, depends only on the cryoscopic constant of the main 
component_ 

C0mpcrison of 
EXF’ERIMEbiiAL MELTING CURVES 

and 
SPECIFIC i_IEAT FUNCTIONS 

iEt!PERGTI_!RE KlEtREE 31 

Fig 8. Comparison of experimenta melting cu~cs and specific heat functions for phcnacetin as main 
component and benzamidt as impurity (Marti cr uL”~). The actual impuriry values in mok fraction 
ofthetwoxrlixmmart~~= 0.2 and 0.05. 

In Fig_ 8, theoretical specihc heat functions for phenacetin calculated with 
Eqn. (29) and experimental curves recorded with the DSC-IB instrument of the 
Perkin-Elmer Corp. are compared. The samples were carefully mixed from phenacetin 
OAS (main component) and crystalline benzamide (impurity). The purities of both 
components used for the preparation of the mixtures were determined with the 
DSC-IB and evaluated with a computer program. The mean vaIues of eutectic 
impurities of the two components are: phenacetin OAS, 0.25F0.05 mole %; 
benzamide tryst. O&6+0.10 mole %. 

The mixtures under investigation can be regarded as pseudo-binary systems with 
components of such a purity level, especially for the chosen mole fractions of the 
rzmponents. In Fig. 8, the experimental curves for x0,, = 0.2 and 0.05 (concentration 
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of the impurity) are presented after transforming the ordinates Y,_ with a factor 
f- to reach the same scale as applied for the theoretical curves. 

Y = Y,_‘fwc (38) 

The factor is determined by the equation 

f BR M Dsc=-’ f-- 
T- m 

(39) 

where B = recorder speed (cm min‘ ‘), %’ = scan speed (“K min- I), R, = range factor 
(Cal cm-‘), M = molecuIar weight of the main component &), and m = sample 
weight of main component (g). 

The temperature scale was only shifted according to a temperature calibration 
curve used for the measurements with the DSC-IB. No correction of the experimental 
curves for the thermal resistance of the DSC instrument were applied. Correction is 
certainly necessary for tan a values (thermal resistance) of Iess than 20. 

The experimental conditions for the melting curves presented in Fig. 8 are as 
follows: 

Mole fraction of Sample zceight 
benzamidr (49 

Range 
(mcd set- ‘) 

Stun speed 
(‘K miti ‘) 

0.2 3.09 4 16 
0.05 3.20 4 4 

Fig. 8 shows the agreement between the theoretical and experimental curves at 
least for the important melting region used for the determination of purity values. 

DISCUSSION OF lHJZ MEAS- OF SYSTEdS WITH IMPURITIES FORMING SOLID 

soLu-rIoNs WITH THE MAIN coMPoNENT 

The two basic forms of phase diagrams are eutectic systems and systems with a 
compIete range of solid solutions_ One observes, normally, in the region of Iow 
concentration of one component either the form of a eutectic system or a solid 
soiution. AU other effects are restricted mainly to a moIe-fraction region from about 
0.1 to 0.9. As an example one is unlikeIy to find a congruently- or incongruentIy- 
melting compound in the concentration range of O-0.1. 

A theoretical representation of the melting curves for systems of solid solutions 
is not as easy as in the case of substances with a eutectic phase diagram_ This difEculty 
arises because the concentrations of the components are normally a function of 
temperature, (i) in eutectic systems only in the liquid phase, and (ii) in systems of solid 
solutions in the liquid phase as well as in the solid phase. We shall now discuss a 
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temperature change for a eutectic system and a system of a solid solution within the 
tsemperature region of the solid-liquid equiiibrium. 

A system at equihbrium conditions at a given temperature is brought to a 
non-equilibrium condition by an infinitely-fast temperature change_ The system will 
recover from these non-equilibrium conditions with two relaxation processes, a heat 
flow and a mass transport. The mass transport is caused by the temperature change 
and, therefore, the mass transport is consecutive to the heat flow. Equilibrium 
concentrations of the components are attained anew by diffusion of the components 
inside the phase_ In eutectic systems, the diffusion is restricted to the liquid phase. In 
systems of solid solutions the diffusion of components occurs in the Iiquid and in the 
solid phase. The difference in the relaxation processes for eutectic systems and 
systems of solid solutions is mainly due to the difference in the diffusion rates in the 
liquid or in the solid phase. Therefore these diffusion rates which determine the 
relaxation times differ in order of ma&tude_ 

Another difficulty in systems of solid soWions is caused by the crystallization of 
the substances The crystallization conditions have an infhtence on the crystals 
formed- The solid phase may consist of so-called -zone crystak”, which differ 
according to the conditions of crystallization in their concentration profile over 
cross-sections of any single crystal. Melting curves of zone crystals, which are 
measured at different non-equilibrium conditions are influenced by the actuai 
concentration profile of the crystals. 

Ink-estigations into equilibrium or non-equiIibrium conditions during the 
melting of systems of solid soIutions are important for a similar treatment of purity 
determination in eutectic systems and systems of solid solutions. A similar purity 
determination for systems of solid solutions does not exist on the same level as in the 
case of eutectic systems. 

The systems of solid solutions are only discussed phenomenologically and the 
possibilities of the DSC method are explained for a specific system, nameIy benzene- 
thiophene. The measurements published by Driscoll ez aL6 on benzene-thiophene are 
presented in TabIe X. The measurements were made on a pseudobinary system, of 

TABLE X 

DSC MEASUREME?%% OF SOLID SOLUTIONS IN THE BENZENE-THIOPHENE 
SYSTEM BY DRISCOLL ez de6 

Impuriry A&d impurity True impurity iUcasurcd impruity AHc 

(mole-%) (mole-%) (mole-%) (cul/mole) 

Benzene Thiopllene 0 0.11 2352 
0.07 0.18 0.21 2209 
0.20 0.31 0.13 2364 
0.44 OS5 0.13 2370 
I.27 1.38 0.30 2438 
3.w 3.15 0.43 2291 
5_27 5.38 O-97 2468 
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benzene and thiophene. These two compounds are known to form solid solutions_ 
The added impurity in Table X refers to thiophene. The true impurity is the added 
impurity (thiophene), corrected with the eutectic impurity (benzenej, and could be 
measured with the DSC if benzene and thiophene could form a eutectic system. 

The measured impurity, the impurity of benzene, and the heat of fusion of the 
samples were determined with the DSC apparatus_ The measured impurity is onIy 
about 13% of the value of the true impurity, at Ieast for the addition of more than 
I mole-% of thiophene. From the investigations by Driscoli et al., one can calculate a 
distribution ratio of the impurity between the solid and the liquid phase of about 
K= 4. The calculation is, of course, only a rough approximation. We do not know if 
the distribution ratio is a function of the conditions prevalent during the measure- 

Fig_ 9. Solid solutions of benzene-thiophene. Presentation of melting point 2x. concentrdion of 
thiophene in the measured systems. 

The heat of fusion is, in contrast to eutectic systems, practicaIIy constant with 
increasing amounts of impurity. As reported at the Perkin-EImer meeting in Zurichiz, 
in 1969, we obtained similar values for the impurity and heat of fusion for the same 
system as reported by Driscoll et al. 6. With careful calibration of the temperature 
scale of the DSC-IB, we were abIe to get absolute vahres of the melting points within 
f 0.3 “C of the benzene-thiophene samples. In Fi,. (J 9 the melting points of the sampIes 
&culated with a computer program based on Eqn. (7) are presented as a function of 
the thiophene concentration. The melting points of the sampIes, T,, agree Gt!z 
literature vahres found from freezing point measurements by Fawcett and Rasmussen43. 
The decrease of the melting point of the pure component, T1, is incompatible with 
the assumption of a eutectic system. 

The decrease of T, with an increasing concentration of thiophene is explained 
by the phase diagram of a complete series of solid solutions of benzene-thiophene. 
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From our measurements, we conclude that a temperature accuracy of the DSC-II3 in 
the order of kO.3 “C enables the detection of at least 1 mole-% of thiophene. In order 
to measure the amount of impurity forming solid solutions in a binary system, one has 
to determine, with test measurements on the same binary system, the shift of the 
melting point as a function of the concentration of the impurity. For binary and 
multicomponent systems with unknown impurities, a significant change of the melting 
point T: indicates one or several possible effects, e.g. solid solutions, polymorphism, 
salt or soIvate formation of the main component, decomposition, etc. 

In conclusion, we can state that in a great number of pseudobinary systems, it is 
possible to measure impurities forming solid solutions with the main component but 
with the restriction that the impurities are known. At present, one is not able to 
measure absolute amounts of impurities in systems of solid solutions with un-known 
components. 

THE PRACTICAL ASPECTS OF DSC PURITY MEASUREMENIS 

(a) EiperinrerzfaZ technique 

Tbe experimental procedure for a purity determination with the DSC apparatus, 
iu the case of a substance investigated for the first time, is as follows. 

DSC curves of the substance under investigation are recorded from room 
temperature, or from at Ieast 30°C below the melting region up to 100°C above the 
melting point in the case of low-melting substances. The curves are measured with a 
high scan speed (e.g. dT,dt = 16°C min- ‘) in the volatile as welI as in the open sample 
pan. This procedure enabIes energy changes to be observed in addition to the heat of 
fusion, caused by effects such as; modification changes, eutectic points, evaporation of 
impurities, loss of crystal water, and decompositions. The measured DSC curves 
enabIe us to form the substances into three groups: (I) Substances with no effect 
observed other than the melting in the given temperature region; (2) substances with 
effects clearly separated from the melting region; and (3) substances with effects 
interfering with the meIting region_ 

This discussion is restricted to substances without effects interfering with the 
melting region; such an effect is one that occurs within the Iinearization region used 

in the computing procedure of the purity vaIue. The investigation of effects other than 
the melting observed with the DSC apparatus is an analytical problem involving 
thermogravimetrical analysis, X-ray and spectroscopical methods and other appro- 

priate methods. 
The same samples used for the first DSC curves are cooked down for recrystalh- 

zation and heated up again to get a second melting curve, if possible. The second 
mehing curve yields information about a modification change which couId occur 
during the recrystallization, about the stability of the substance in the temperature 
region scanned, and about effects which can be observed by a comparison of the 

curves from the first and second melts. 
If a second melting curve cannot be obtained because the substance has 
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decomposed during melting or did not recrystallize, the stability is determined by 
keeping a sampIe at constant temperature for 3-30 minutes at about 10°C below the 
melting point. Such a procedure, with respect to the thermal treatment, is not 
completely equivalent to a second melting. 

If such a thermaI treatment indicates a decomposition of the substance, the 
samples are enclosed in volatile sample pans inside a glove box filled with nitrogen gas, 
The measurements in a nitrogen atmosphere reveal the answer to the question of the 
oxygen sensitivity of the substance under investigation. 

Finally, some melting curves are selected for an evaiuation with the computer. 
The results of the computer program are listed and then compared with the corres- 
sponding melting curve and with the information ava.iIabIe from other anaiytical 
methods. After following this procedure there is a strong basis for setting up an 
instruction for routine work on the same substance. 

Routine anaIyses are normally performed with one or two melting curves under 
appropriate conditions. In the case of routine substances without any anomaIy, the 
evaluation of the meIting curve is performed according to the method suggested by 
Plato and GIasgow3’ or with aicomputer program. 

i 

I 

i 

! 

1; Y, 

1 ,_ 

< x 

Fig. IO. DSC melting cuxvc of nicotinamide (number of curve 2, 1981). 

(b) The evaluation of melting cumes in this laboratory 
The evaluation of melting curves and the basic computer program for the 

purity determination will be discussed in some detail because of the importance of the 
evaluation with respect to the whoIe issue of the purity determination by DSC_ The 
eva.Iuation of melting curves will be discussed with nicotinamide as an example. A 
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typical mehing curve of a sample of nicotinamide measured with the DSC-IB is shown 
in Fig_ 10. The conditions for this melting curve are: sampIe weight, 3.42 mg; range, 
4 mcaI set- ’ ; scan speed, 1 “C min- * ; and recorder speed, 240 in. h- ‘_ 

The evaluation of the mehing curve starts with the drawing of a baseline, as 
shown in Fig. IO_ The baseline connects the pretransition to the posttransition 
region with a straight line. The points O-30 are marked on the baseline, observing the 
rule that the density of the points shouId be greater in the expected linearization region 
than in the other parts of the meiting cuwe. The temperature IT(399”K in the case of 
nicotinamide) and the distance A are necessary for the connection of the points on the 
x-axis (see Fig_ 10) to the temperature marking of the instrument. The point number 
zero is the zero point for both the x- and y-ordinates. The values (xi, Yi) for the 
points i = O-30 are used as a representation of the meIting curve in the computer 
program. The main program calIs up the subroutines_ Each of the subroutines can be 
briefiy described as foIIows: 

Subrourine INPUT: Reads and writes experimental data 
Subrouhe DATEiV_- Contains the calibration factors of the instrument and 

caIcuIates the constants for the temperature correction. 
Subroutine INTGR: Performs the integration of the melting curves and corrects 

the temperature for a!1 experimental points. 
Subroufine SUBXQ: CaIcuIates the moIten fraction r using the values obtained 

from subroutine INTGR, 
The molten fraction ri is given by 

i 

c an aOi n=1 r_=-=d 

L F a, %30 

n=l 

where n, is the area bounded by the basehne, the meIting curve and the Iines 
perpendicular to the basehne through the points i and i- 1 (i = I-30). The baseline is 
shifted with the parameter d_?~ set to zero at the beginning of the Iinearization and set 
to IO cm2 for the first Iinearization step. The molten fraction ri is caIcuIated according 
to the equation 

r; = 
il0.i f ax 

(40 
ao,30 i ax 

The variation of the parameter ax within the linearization procedure is performed in 
subroutine VORFIT. 

Subroutine YORFIT_- This subroutine tests the curvature of the transformed 
melting curve in the (I/r, n-diagram inside the given Iinearization region (for a molten 
fraction of about IO-40%). The curvature is determined with segments between 
transformed points i and itj, with J‘ and itj restricted inside the Iinearization region, 
and for j = Z, 3,4, 5, 6, etc. 



When the curvature of the transformed mehing curve is convex downwards, the 
distance between the curve and segments (caIcuIated only for the transformed 
experimental points) is positive according to our definition, and is counted as an 
element of class NI. When the curvature is convex upwards, all the points are counted 
as class N2. The predominant curvature inside the linearization region is proportional 
to the absolute value of AN = NZ - N2 and the sign of AN indicates whether the 
curvature is convex upwards or downwards. The sign of the parameter Q_T for the first 
linearization step is the same as the sign of AN ca!cuIated at the beginning of the 
linearization. Again, the values of NZ, NZ and AN are determined with the shifted 
values of the moben fraction according to Eqn. (41). If the si_a of AN is not changing, 
the parameter 2ax is used for the second linearization step. If the sign of AN changes 
in the second linearization step, the parameter 0.5~~u is applied to the next Iineari- 
z&ion. The linearization with the diminution of the parameter ax is performed unti1 
one of the following conditions is reached: (i) INZ - NZI < 1; (ii) ja~,~~-aax,,,,, \ G 
0.5 cm2; or (iii) the number of steps is greater than 50. 

The value of the parameter ax for the Iast linearization step is caIIed POTT’A, 
given in the printout as the vaiue relative to the total area of the meiting curve ao,30 

POPT = ‘OPTA x 100 
ao.30 

With a parameter vaIue of ax = IO cm2 at the beginning of the linearization, condition 
(ii) can be fulfilIed within 5 linearization steps. 

Subroutine FIT.- The linearization in this subroutine starts with the last para- 
meter value POPTA taken from the subroutine VORFIT. The subroutine performs a 
Ieast-square fit with the parameter values POPPA, POPTAf AX_ The parameter 
value AX is set to 0.5 cm2 at the beginning_ The sum of the squares of the deviation of 
the transformed points with respect to the regression line is minimised by changing 
the parameter AX. The least-square fit terminates under any of the following condi- 
tions: (i) AX < lo- ’ cm’; (ii) when the number of steps is greater than 30; or (S) 
when the sum of the squares of the deviation of the transformed points from the 
regression Iines is < lo-‘. 

Subroufine KONZ.- The subroutine KONZ calculates with the aid of Eqn. (7) 
the information which one can get from the regression Iine and the conditions of the 
Iast Iinearization step. 

Subroufizze CHECK: The subroutine CHECK caIcuIates the distance between 
the transformed points and the regression line. The greatest distance within the 
linearization region is called DTMAX. The distance of transformed points outside the 
linearization region is compared with DTMAX. Any point with a distance less than 
DTMAX is added to the linearization region. The first point, beginning with the 
linearization Iimits, with a distance greater than DTMAX interrupts the enIargement 
of the region in this specific direction_ If the distances of the points adjacent to the 
limits of Iinearization are greater than DTMAX, the enlargement of the linearization 
region is attempted by multiplying DT_MAX by a faetorf- The values of the factorf 
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are specified in the prGgram as f= 5, 10, 15, 20, etc. The linearization procedure 
(subroutine VORFlT, FIT and KONZ) is performed again in each linearization 
region, which is found by enlargement. In routine work the computer program is 
restricted tG three enlargements of the Iinearization region. 

In Fig. 11 the printout for nicotinamide is shown together with the experimental 
conditions and the calibration factors of the instrument. The distance DTMAX is 
calculated as 4.8 x IO- ‘“C. The first linearization region covers the meking region 
from 12-18 to 38.04% or from point 10 to point 22. The parameter POPT is 2_06%, 
which means that the baseline is shifted slighiy downwards_ The mehing points are: 
T1 = 127.27”C and T, = 127.22”C. The meIting points yield a slope of the regression 
line of -0_05”C_ The heat of fusion is 5650 caI mGIe_ ‘. The concentration of the 
impurity is 0.095 &0.003 mole-% and the cryoscopic constant according to Eqn_ (2) is 
0.57”C mole-%- ‘_ The enlargement of the linearization region to a hnearization 
region from 9.16 to 73.9 1% indicates only small variations in the meIting points, heats 
of fusion and concentrations of impurity_ 

? :zz ) 
odt . 

--__ - 
---_ - 

--__ 

Fig. 12. (I/r, n-diagram for nicotinamide. 

The (l/r, viagram of nicotinamide is presented in Fig. 12. The ZansfGrmed 
points of the melting curve of nicotinamide are shown and aIso the regression lines 
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Fig- 13. Presentation of the impurity confcnt of nicotinamide (number of curve 2, 1981) CS. the factor 
f of D-T&XX_ 

calculated with points inside the Iinearization regions. In Fig. 13 the concentration of 
the impurity as a function of the distancef(DlMAX) is presented. The errors of the 
in;ixnity concentration xith 65% confidence limits, cakuiated with the regression 
he within the linearization regjon, are shown as Iines through the corresponding 
points. The linearization region for thef-factor of SO covers the moIten fraction from 
S to 96% with a concentration of the impurity of nicotinamide of 0.20 &O. I8 mole-% ; 

a v?Iue which is consistent with the result from the first linearization region. The 
molten fraction from S to 96% covers a part of the meIting curve from point i to 
point 25 (see Fig. !O). The point 26 is certainIy an upper limit for the Iinearization 
region, which in the presented evaIuation of the melting curve for nicotinamide 
implies an&factor of 15 as an upper limit. The agreement between the results for these 
restricted kzu-ization regions is even better. 

The concIusion from such results on impurity vahxes and thermodynamic 
constants, which are nearly independent of the melting region selected for the 
caiculation, are a necessary but not sufficient condition for an ideal melting behaviour 
of a substance. 

EXPERIMEMS AXD DISCtSSION 

(a) High purity mbstances 

A few high purity substances are Iisted in TabIe XL The meIting curves of these 
substances were measured in volatile sample pans and the evaIuation was performed 
according to the method explained in the preceding section, part (b). The cryoscopic 
constants of substances measured with the DSC-IB differ by Iess than 14% from 
Iiterature vaIues. 

The difference is mainly cansed by the heat of fusion measured with the DSC- 
IB_ For high purity substances a 10% error in the evaiuated heat of fusion will lead to 
only a negligible error in the eutectk impurity_ 
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TABLE XI 

PROPERTIES OF SOME HIGH PURITY SUBSTANCES 

Substance Meltingpoints (“K) Diflerence in Hear offusioon Cryoscopic Eutecfic 

melringpoinls AHr_ x consranr k, impurity 

Tl T. AT= TX - T. (co1 mole- ‘) (“C mole-%- I) (moIe-%) 

(“Cl 

Deionized wafer 

DSC 273.261 
Lit 273.16 

Benzene (Merck) 

DSC 278.561 
Lit. 278.66 

Anrhraguinone 

DSC 557.9 
Lit. 558.6 

Carhazole 

DSC 517.51 
Lit. 515.5 
4-Acetiminophenol 441.67 
h’icotinamizle 400.42 
Irgafen 481.117 

Decelopmenr compound3 

MA 731, Batch 2 372.55 
MA 849, Batch I 392.52 

273.230 0.03 1 

278.490 

557.7 

517.38 

441.62 
400.37 
4!31.110 

372.53 
39248 

0.071 

0.043 

0.013 

0.051 
0.05 
0.007 

0.02 
0.04 

1650 0.90 

1434 1.04 

2180 
2350 

7500 

6500 0.82 
7040 0.56 
72S0 0.53 
5650 0.57 
7140 0.70 

6710 0.33 0.06 
7770 0.40 0.10 

0.71 
0.67 

0.75 
0.56 

0.035 

0.10 

0.06 

0.15 

0.09 

0.09 

0.01 

(b) Mixtures of standard substances 

Experiments with mixtures of standard substances are discussed. The mixtures 
were prepared in a laboratory type ball-miil grinder. In Table XII the actual and 
measured impurity values for the system phenacetin-p-aminobenzoic acid @-ABA) 
are compared. 

TABLE XII 

COMPARISON OF THE ACTUAL AND MEASURED IMPURITY VALUES FOR THE 
PHENACETIN-p-AMINOBENZOIC ACID SYSTEM 

Main Scan speed Arided p-ABA Actual impurity Measured impurity 

component + (‘C min- ‘) (% by aoeight) +, (mole-%) fz.., (mole-%) 

rz._. -r~._~ x Ioo 

n,., 

W) 

Phenacetin 1 0.2 0.43 0.38 +I2 
1 0.4 0.70 0.59 +I6 
1 0.6 0.96 1.06 -10 
1 0.8 1.23 1.29 -5 
1 1.0 I.50 1.79 -19 
2 1.0 1.50 1.52 -1 
2 1.0 x-50 1.49 i-1 
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The impurities were measured in normal sampIe pans and the evaIuation was 
performed by the simplest method suggested by Perkin-EImer13. The agreement 
between actuaI and measured impurity is reasonable. 

Impurity rrith a high rapor pressure - In the next step, measurements in 
different sampIe pans were carried out in the melting region with an impurity of high 
vapor pressure_ The system chosen was phenacetin-acetanilide (ACD), the results are 
presented in Table XIII_ This system was chosen to emphasize the importance of the 
type of sampIe pan used for analyticai purposes. 

TABLE XIII 

INFLUENCE OF AS OPEN AND CLOSED SAMPLE PAN ON THE MEASURED 
IMPURITY IN THE CASE OF AN IMPURITY WITH A HIGH VAPOR PRESSURE 

Sxbs:ance Sample pan Number Actual Measured Weight loss 

of mek impurity impurity of sample pan 

(mole-%) (mole-%) dwing melting 

xX0-6 g 

Phenacetin 
OAS. 

Phenacetin 
OAS 

Phenacetin 
OAS 
+ 1.6% (w/x) ACD 

Phenacetin 
OAS 
+ 1.6% (w/w) ACD 

Phenacetin 
OAS 
-f- 1.6% (w/w) ACD 

llOd 

volatile 

normal 

volatib 
sample pan 
without inside 
cover 
volatile 
sampfe pan 
with inside 
COYCI- 

1 
2 
3 
1 
2 
3 
1 
2 
3 
4 
I 
2 
3 
4 
1 
2 

0.20 -7 
036 -20 
0.29 -30 
0.46 --t 
0.35 -1 
0.28 0 

2.4 I.27 -15 
1.11 -31 
0.97 -46 
0.86 -62 

2-4 1.51 i-l 
I.23 i-2 
I.36 -52 
1.44 -2 

2.4 I.73 0 
1.27 0 

Compared with the sampIe M7eig,ht of about 3 mg, a remarkable loss of weight 
from the normaI pans is observed_ The measurements of the weights of the pans were 
carried out with a Cahn EIectrobaIance before and after the melting of the samples. 
The measured impurity for the pure main component, phenacetin OAS, taken as a 
mean value of the three consecutive meIts, is in the voIatiIe sample pan only 0-l mole- 
% higher than in the normal pan_ With the absolute value of about 0.4 mole-% for the 
impurity measured in the volatiie sample pan for phenacetin OAS, it was calculated 
ras a rough approximation (setting moIe-% equaI to % by weight) that the total 
amount of impurities in a sample was about 12 x 10e6 g. The total amount of 
impurities is, as may be seen from TabIe XIII, about equal to the weight loss from a 
normal pan during each melting run. A ioss from the sample pan of 4 x 10e6 g of 
impurity wouId have a remarkabIe influence on the melting curve. No shift of the 
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eutectic impurities to lower values with increasing number of melts was observed. The 
conclusion is that the vapor pressure of a11 the eutectic impurities of phenacetin OAS 
must be very small compared with the main component. This condition must be 
fuIfiIIed over the whole temperature range in the region of mc’:ing. 

The pseudobinary system of phenacetin OAS and acetanilide melted in the 
norma pan shows a measured value for the eutectic impurity of only 50% of the 
actua1 impuriry for the first melt, and onIy 36% for the melt number 4. The total 
amount of ACD in a sample is 48 x 10m6 g. A loss of 50% of ACD as eutectic 

impurity during the first melt is equal to 24 x 10m6 g. This amount has to be compared 
with a total Ioss out of the sample pan of I5 x IO- 6 g. The loss out of the sampIe pan 
consists mainly of ACD. Such a conclusion may be drawn from the vapor pressure 
data of phenacetin and ACD. The vapor pressure of phenacetin for 115°C is 
3.2 x IO-’ torr according to the measurements of Wiedemann3s. For ACD, 
Cramer3g has reported a vapor pressure at I 15 ‘C of 6.3 x 1 O- I torr. if we make the 
assumption that the loss out of the sample pan is onIy caused by ACD, we would have 
to explain the difference between the Ioss of ACD from the meIt and the total loss 
from the sample pan. There are two possible explanations: (I) The heat of evaporation 
caused by the Ioss of ACD from the sample pan is superimposed upon the heat of 
fusion. (2) The ACD evaporates from the Iiquid phase onto positions inside the 
sample pan which have a lower temperature compared to the melt. 

ExpIanation I can be excluded by a rough calculation of the heat necessary for 
the loss of about 24 x IOs6 g ACD measured from the first meIt, when compared 
with the heat of fusion necessary for the meIting of a 3 mg sample; in our example the 
heat of evaporation is about 2% of the heat of fusion. This energy of evaporation is 
further spread over the whole temperature region of the me!ting process. Therefore, 
the caIcuIated eutectic impurity is influenced only to a rather small extent. 

In contrast, point 2 is somewhat more reasonabIe, because of the great tempera- 
ture gradient inside the sampIe pan, caused by the construction of the DSC-IB sampIe 
pan holder. 

The transport of the ADC inside the sample pans is also indicated by the 
measurements in the voIatiIe sample pans with and without an inside cover. However, 
the difference between the actual and the measured impurity is Ieast in the voIatiIe 
sample pan with -an inside cover. 

(c) D$Jhmt et.?aIuaiion procedures applied to systems of plrenacerin and benmmide 

In the next experiments, several evaluation procedures on systems of phenacetin 
and benzamide are discussed. Phenacetin was chosen as the main component and 
benzamide as the so-called impurity. The evaluation procedures of the melting curves 
are compared with the results of the actual and the measured impurity, with the 
melting points, and with the heats of fusion. The evaluation procedures appIied to 
each of the melting curves are described briefly. 

Emhation procedure “iVorma1” (IV) - This evaluation procedure is based on 
Eqn. (7) and is explained in detail in the preceding section, part (b). 
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Ecaluation procedure “ Squark Root” (SRI - TIze evaluation procedure SR 
uses the following equation 

(43) 

Eqn. (43) is obtained from Eqn. (14) by the ?.ppro_ximation Ac,,~ = 0. The evaluation 
procedure SR performs a trial and error method in varying the parameters Tr, 

AK., , ad x0., - 
With a set of parameters T1, AH,,, , ald x0.2, together with chosen experimental 

vaIues of the mohen fraction r, values of 1, may be determined_ These calculated 
temperature vahres, Tc, are compared with the experimentally obtained vahxes of T, 
and the sum of the squares of deviation Tc- T is computed for a11 experimental 
points within a given region of the molten fraction. With a three-parameter reiteration 
procedure, the sum of the squares of deviation is brought to a certain small limit, 
chosen from experience. 

EL-aluation procedure “heat offusion- (HF) - The evahration and linearization 
of the meIting cume is performed w-ith the evahration procedure “NormaI”. The only 
deviation from the evaluation procedure “NormaI” is within the subroutine KONZ. 
In the cakulations of the eutectic impurity, using Eqn. (7), the heat of fusion of the 
main component is taken from the Iiterature or from a measurement of a high-purity 
sample, whereas in the evaIuation procedure “Normal”, the heat of fusion used in 
Eqn. (7) is caIcuIated from the melting curve of the sample under investigation. 

Er-aluation procedure “correction to the weight of the main component” (CMC) 
- Tne evaluation is performed with the procedure “Normal”. In the subroutine 
KOKZ we do net use the weight of the sampIe, but only the weight of the main 
component- 

The resuhs of the measurements on the phenacetin-benzamide system are 
presented in Table XIV_ 

In Table XV are tabuiated the concentration of the impurity; the actual 
impurity, w-hich is known from the benzamide added pius the eutectic impurity of 
phenacetin OAS; the melting points; the heats of fusion; and the eutectic impurity 
caIcuIated with the evaluation procedures described, N, SR, HF, and CMC. The 
measured eutectic impurity xc ,t is a function of two parameters; the evaluation 
procedure and the concentration of the impurity itself_ 

The melting points wi11 be discussed first. The meIting points of the main 
component, Ti , are nearly constant up to a concentration of 10 moIe-% of benzamide. 
For higher vaiues of the impurity concentration, TX is about 3°C too low, but the 
correction of the thermaI lag, caused by a scan speed of 16°C min- ‘, is not easy. The 
melting point of the sample, T,, decreases with increasing impurity content because of 
the mehing point depression. The shift of T1 for high impurity vaIues, which was 
expfained by experimental reasons, should have praticahy the same influence on T,. 
Therefore, the temperature difference dT= T1 - T,, which is important for the 
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TABLE XIV 

RESULTS OF SEVERAL EVALUATION PROCEDURES ON TliE 
PHENACETIN OAS-BENZAMIDE SYSTEM 
Main component, phenacetin OAS; impurity, benzamide. 

Benzamide Actual TX T. 

arided impurity 

(mole-%) (mole-%) 

Ecaluation procedure 

N SR HF CMC 

A&., x0.2 A%., x0.2 A&.x =O.Z A%, x0.2 

0 133.7 133.6 7560 0.22 7270 3.14 7750 0.21 7860 0.22 
1.25 1.47 133.2 133.5 7330 1.39 7300 1.34 7750 I-47 7400 1.40 
2.5 2.72 133.2 132.2 7040 2.0 7035 1.9 7750 2.2 7150 2.1 

io.4 kO.3 f0.3 f0.3 
5-O 5.22 133.5 131.4 6960 4.5 7120 4.5 7750 4.9 7190 4.6 

11.0 &I.1 iO.8 fl_0 
10.0 IO.2 132.5 129.0 6535 6.9 67i0 6.6 7750 8.2 705G 7.5 

fI.0 il.4 -LO.6 fl.0 
20.0 20.2 130.7 123.8 6100 13.0 6585 IL7 7?50 16.5 7170 15.5 

zkI.4 Al.0 il.3 f1.8 
30.0 30.2 130.7 119.0 5896 21.2 6710 20.5 7750 27.8 7570 27.3 

11.8 fl.8 21.9 l 23 

calculation of the impurity, should only be affected very slightly by the shift in T, and 

r,- 
The results of the eutectic impurities caIcuIated according to the different 

evaluation procedures are practicalIy constant for the high-purity substance 
phenacetin OAS (see TabIe XIV). The caIculated eutectic impurities for systems with 
concentrations of 1.25, 2.5, and 5 moie-% of benzamide are all well within a normaI 
error limit compared to the actual eutectic impurity (error Iimit up to + 10% relative 
to the impurity value). 

The differences in eutectic impurities calculated with four different evaluation 
procedures in the concentration region of 10-30 mole-% of bcnzamide are remarkable. 
With the normal evaIuat.ion procedure N, also with the evaluation SR, the eutectic 
impurities are found to be about 30% too Iow compared with the actual eutectiz 
impurities. In contrast, the evaluation procedures HF and CMC show relative 

differences of only IO-20% between measured and actual eutectic impurities. The 
conclusion is that the normal and the square root evaluation methods are only 
capabIe of yielding good results in an impurity region up to 5 mole-%. The dif- 
ferences between the two procedures (N, SR) are so small that we do not use the 
square root method, which requires a much longer computing time than the evaluation 
procedure “Normal”. The heat of fusion method is as easy as the “Normal” evalua- 
tion bet one needs a high-purity standard or a literature value of the heat of fusion of 

the main component_ The procedure “correction to the weight of the main com- 
ponent” can only be performed with known values of the weight of the main com- 
ponent_ The CMC method is of theoretical interest, and the application to systems 
with unknown impurities would only be a rough approximation. 
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(d) Kariation of scan speed and the use of trro different data collection -systems for 
melting cwces 

Measurements were performed on two systems: (I) Diphenyl as a high-purity 
substance; and (2) phenacetin OAS and 2.5 moIe-oh of berzzzide. Also two systems 
for the colktion of data were used for the measurements: (I) ERA, Digital Data 
Acquisition system; (2) Mauerhofer system by Ciba-Geigy, BaseI. The ERA system 
cokcts data in the premelting, melting and postmelting range on magnetic tape. The 
data coIIection rate for our measurements was chosen as 20 points set- ‘. The 
Mauerhofer system was built by Ciba-Geigy, Basei. Here the data are cokcted on 
paper tape. The data coIIection rate for this system is 2 points set- ‘_ 

The experimental data coIIected from melting curves with both of the systems 
repIace the 31 experimental points (_ri.~J in the evaluation procedure “Normal”. 
The baseline of the meIting curves, which is drawn by hand in the procedure 
“Normal “, is cakulated, in the case of the data systems, from points in the premelting 
and the postmeIting ranges. If the number of experimental points in the melting region 
is too high (ERA system). a reduction in the number of points is obtained by forming a 
mean value from IO or 20 adjacent points. Such a data reduction has a smoothing 
effect on the experimentai curve. 

The eutectic impurities calculated from meIting curves recorded either with the 
ERA or the Mauerhofer system are presented in TabIe XV_ The experimentally 
varied parameter in the tabie is the scan speed. 

TABLE XV 

EUTECl-IC IMPURITY AS A FCNCl-ION OF SCAN SPEED FROM MELTING 
CURVES RECORDED WITH THE TWO DIFFEREiUi DATA COLLECTION SYSTEMS 

Scan speed 

(“C min- ‘) 

Eufectic impurity (mole-%) 

ERA system Mauerhofer system MettIer DTA-2ooO end CTsysrenF 

Diphenyl 
0.5 0.13 0.0s 
1 0.20 0.05 
2 0.16 0.07 
4 0.23 0.05 
8 O-20 # 

Phenacetin OAS-2.5 mole-% Benramidt?’ 
4 2.4 27 

8 22 2.2 

16 2.3 2.2 
32 26 . 

0.12 
0.13 
0.12 
0.25 
0.88 

‘so evaluation possibk ‘Actual eutectic impurity, 2.7 moIe-%. c Vahx; added in proof. 

The meking of dipheny1 is extremely sharp because of the purity Ievel ; on the 
other hand, the meIting region of phenacetin-benzamide is rather broad. Equilibrium 
conditions between temperature and the moIten fraction are cakulated from Eqn. (7) 
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and used in the computing procedure. Non-equilibrium conditions, which would be 
expected at high scan speeds and for high-purity substances, should have an influence 
on the eutectic impurity calculated with Eqn. (7) with the aid of a linearization in the 
(I,+, T)-diagram. The variations of the calculated impurities -with the scan speed for 
each of the substances within each of the data cohection systems are rather smalf, and 
there is no significant shift of these eutectic impurities as a function of the applied 
scan speed. 

For diphenyl, the mean value of the eutectic impurity for the scan speed in the 
range 0.5-8 “C min- i is 0.18+0.04 in using the ERA system for the data collection, 
and 0_06+0.02 in the scan speed range O.H% min- i for the Mauerhofer data 
system. The difference is rather large, but one has to take into consideration that the 
melting curves were measured with two different DSC-II3 instruments and two 
different data collection systems. In the case of the phenacetine-benzamide system, 
the agreement between the actual and the measured eutectic impurities is reasonable 
for all the scan speeds applied. 

Fig. 14. Presentation of the decomposition of a sample of the development compound MA 1219 in a 
nitrogen atmosphere. 

(e) Purity measurements on substances rchich decompose in the melting region 
In the preceding section, part (a), we explained the necessary investigations on a 

substance which decomposes in the mehing region_ Melting curves are measured on 
the same substance with different thermal treatments. The calculated eutectic 
impurities of such melting curves are presented as a function of the time for which 
the substance was kept at a temperature close to the meIting point with, of course, a 
correction for the time necessary for the mehing. The measurements are performed in 
a nitrogen atmosphere in aImost every case. An example is given in Fig. 14. The 
decomposition of this substance in a nitrogen atmosphere is calculated to be 

_- 
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0.075 mole-% rnin- I. The eutectic impurity of the substance without thermat 
treatment (extrapolation of the thermal treatment to zero time) is 0.1FO.I mole-%. 
With air as the atmosphere for the melting, we observed a similar decomposition of 
the substance_ This example shows the possibility of measuring impurity values of 
substances which are unstable in the melting region. 

COMPARISON OF PWUTY IhTORMATiON ON SEVERAL SUBSTAXCES ACCORDISG TO 

DSC, THERMOBALSXCE, TLC, GLC, NMR-SPECTROSCOPY AhD Ti-I-RATION 

In Table XVI, a comparison of impurity values on substances obtained from 
severaI analytical methods is presented. The vaIues headed “thermobalance” in 
Table XVI give the Ioss of weight of the substance up to the melting point_ With a 
high amount of impurities of high vapor pressure in the mehing region, one may 
expect quite a difference in the DSC values measured in the voIatiIe and the open 
sample pan, as is seen for chlorpromazine-HCI. For many substances shown in 
Table XVI we see quite a reasonable agreement between the DSC vaiues of impurities 
compared with the vaIues from other analytical methods. However, there are sub-’ 
stances like MA I219 with a remarkabIe difference between the given impurity values. 
Such differences in impurity vaiues obtained by several analytical methods provide a 
wide spectrum of problems to be solved with the appropriate investigations_ 

The ider+tification of substances and the determination of the purity of organic 
and inorganic substances by measurement of the melting point dates back to the early 
days of chemis+Jy. In the 1920’s Johnston and Giauque3 introduced another thermaI 
method for the purity determination of substances: the method of premeIting. The 
method of Johnston and Giauque is based on a measurement of the heat of premelting 
of a substance as a function of temperature. The calorimeters used for the determina- 
tion of the heat of premehing were built for sample weights up to several hundred 
_mms. ReIaxation times for the therrnai equilibrium and the equilibrium of mass in the 
order of hours resuited from the large mass and the geometry of the ca1orimeter-s used 
in these investigations. In the 1960’s a calorimeter (DSC) was developed by the 
Perkin-EImer Corporation, which aIIowed the measurement of heats of premehing 
of a substance for samples of a few milligrams. The relaxation time for the DSC is in 
the order of parts of a second- The new instrument brought a fast development and a 
broad application of the method of premelting especially for purity measurements of 
pharmaeutical and agrochemica1 substances. Perkin-Elmer improved the DSC with 
the development of two further instruments: the DSC-IB and the DSC-2. Ah these 
three instruments are constructed according to the same basic principIe, i.e. the 
measurement of temperature and heat of premeiting, but differ in features such as: 
calorimetric sensitivity, baseline stability, temperature range, temperature calibration 
linearity and petformance of the temperature programmer_ Other instruments like 
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the DTA 2OQO from Mettler Corporation, the Du Pont 900 can al:o be used for 
purity determinations. 

In the literature mainly results on high purity substances are reported_ A 
limitation of the purity region from 95 OI even from 99 to 100% is ciaimed- These 
Limitations of the method are substantiated by several authors beease of marked 
differences between the actual and measured purity values. The .tiscrepancies are 
explained in liter3ture in terms of an inconsistency between the Gnplest equation for 
the solubility equilibrium and the melting behaviour of organi; substances. We found 
that this explanation appears to be only one of several possibilities; other reasons may 
be the following anomalous behaviour of main component and impurities, experi- 
mental conditions, recording system and d3ta cohection, and evaluation procedure- 
including the chosen equation for the description of the solid-liquid equilibrium- 
applied to the measured melting curve. 

An investigation of these alternative reasons are rather cumbersome in the case 
of multi-component systems because of the muitiplicity of the physical and chemical 
properties of al! the components. Furthermore, the following aspects affecting the 
purity values should bc considered: (i) the measurement of melting curves in open and 
closed sample pans, (ii) the use of different scan speeds, (iii) the measurement of a 
first and a second melting curve of the same sample, (iv) the inffuence of oxygen on 
the chemical stability of a substance in the melting region, (v) the proof of the ideality 
of a melting curve, and (vi) the evaluation of melting curves with a high enough 
number of data points and with the appropriate evaluation procedure. 

It may be concluded from statements in the literature on the accuracy of purity 
values that there are two regions of purity with an arbitrary separation limit of 
99 mole-% The probability of a good agreement of actual and measured purity 
values is high in the high-purity region, and low in the low-purity region. 

The work in our laboratory was concerned with a thorough investigation of 
effects causing these inconsistencies Binary eutectic mixtures were selected as test 
systems, because phase diagrams, physical and Chemical properties are easiIy found in 
literature. Using different equations for the description of the solubility equilibrium 
we have calculated theoreticai phase diagrams and theoretical melting curves. The 
comparison of theoretical and experimental phase diagrams gives a measure of the 
quality of the approximation attained by the chosen equation for the solubility 
equilibrium. The study should be extended to include the influence of the activity 
coeflicient on theoretical phase diagrams. Theoretical melting curves are useful for a 
proof of the ideality of experimental curves which is important for the reliability of 
calculated purity values. 

Another application of theoretical melting curves is the determination of purity 
values by comparison of the experimental curves with a set of theoretical curves. 
These are calculated by selecting an equation for the solubility equilibrium, and 
transforming it into a function describing the theoretical melting curve (a so-called 
specilic heat function). Thermal constants of the corresponding main component and 
a purity value are then inserted into the equation of the specific heat function. 
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Calculation and presentation of the specific heat functions for a set of purity vaiues 
can be executed by computer_ The comparison of the experimental curve with specific 
heat functions is performed either visually or by a least-square fit. 

The transformation of theoretical melting curves calculated from the simplest 
equation of the solubility equilibrium on a temperature scale, T--J T, is also of 
theoretical importance_ The temperature difference d T= Tj- TX is given by the 
difference of the melting point of the corresponding main component Ti and an 
arbitrarily chosen reference temperature T1 _ The ratio of a transformed theoretical 
melting curve and a reference melting curve with the same concentration of eutectic 
impurities taken at corresponding temperatures is constant and equal to [1 i-(AT 
?‘1)]-2_ The transformation reveals the fact, that melting curves of different main 
components with different melting points but equaI concentrations of eutectic 
impurities are rather similar in their shape. 

Systems with a complete series of solid solutions are treated at the present time 
by the measurement of melting or freezing points. A strong restriction in the quantita- 
tive determination of solid solutions is the necessity of knowing the melting point of 
the impurity forming solid solutions with the main component. Of course, it would be 
even better to know the phase diagram of the main component and the impurity. The 
accuracy of the purity measurements of solid solutions is related to the accuracy of 
the temperature measurement of the instrument. The determination of solid solutions 
is impossible in most of the systems with more than one impurity forming solid 
solutions. 

In the evaluation procedure of melting curves for eutectic impurities one shouId 
consider the importance of the fohowing: (i) the evaluation of melting curves measured 
with scan speeds up to 32°C min- ’ is only possible in connection with a fast data 
collection system, (ii) the Iinearization with a least square fit is not without problems 
in case of practical melting curves, (iii) the first linearization should be performed in a 
linearization interva1 from about 15 to 35% of the substance melted and the interval 
should be extended for a succeeding linearization, and (iv) the evaluation procedures 
suggested by several authors (e.g. Scott and Gray18) are limited to a high purity 
region. MeIting curves of substances with low purity must be treated by an evaluation 
procedure which corrects among others for the heat of fusion of the main component. 

Ten thousand melting curves for more than 500 different compounds were 
measured and evaIuated in our laboratories with three DSC-IB calorimeters since 
1968. Several test systems were investigated for an evaluation of practical and 
theoretical aspects of the purity determination by DSC. Results from other analytical 
methods, especially for pharmaceutical and agrochemical substances. have been 
compared with results from the DSC method. 
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